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Agenda 

• Intel® Many Integrated Core Architecture 

• Intel® Xeon Phi™ Coprocessor Overview 

• Core and Vector Processing Unit 

• Intel® Initial Many Core Instructions 

• Interconnect and Cache Hierarchy 

• Performance 
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Intel® Many Integrated Core 
Architecture 
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Single core scalar 
performance is now 
only growing slowly 

CPU Performance Trends 

After ~2004 only the 

number of transistors 

continues to increase 

We have hit limits in 

• Power  

• Instruction level 

parallelism  

• Clock speed 
 

Herb Sutter, http://www.gotw.ca/publications/concurrency-ddj.htm 
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We will have lots of transistors! 

Moore’s law is alive and well at Intel 

65nm 
2005 

45nm 

2007 

90nm 

2003 

22nm 
2011 

32nm 

2009 

25 nm 

15nm 

New Intel technology generation every 2 years 
Intel R&D technologies drive this pace well 
into the decade 

14nm 

Hi-K metal-gate 

3-D Tri-

gate  
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Data and thread parallelism are mandatory 
to extract all available performance. 

How do we use all the transistors? 

Integrate other system 

components 

• Graphics 

• Memory i/f  

• PCI i/f 

Add cache 

Replicate cores 

 

This is a desktop part, 

but it has four cores 

each with two HW 

threads and 256 

bit (8 single or 4 double) SIMD FP units. 

7/11/2013 

7 PRACE MIC Summer School, July 2013, CINECA 



Copyright© 2013, Intel Corporation. All rights reserved.  
*Other brands and names are the property of their respective owners. 

History of SIMD ISA extensions 

8 
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MMX™ (1997) 

Intel® Streaming SIMD Extensions (Intel® SSE in 1999 to Intel® SSE4.2 in 2008) 

Intel® Advanced Vector Extensions (Intel® AVX in 2011 and Intel® AVX2 in 2013) 

Intel Many Integrated Core Architecture (Intel® MIC Architecture in 2013) 

Intel® Pentium® processor (1993) 

* Illustrated with the number of 32-bit data elements that are processed by one “packed” instruction. 
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Intel Architecture Multicore and Manycore 
More cores. Wider vectors. 
 

Intel® 
Xeon® 

processor 

64-bit  

Intel Xeon 

processor 

5100 
series 

Intel Xeon 
processor 

5500 
series 

Intel Xeon 
processor 

5600 
series 

Intel Xeon 

processor 

E5 
Product 
Family 

Intel Xeon 

processor 
code name 

Ivy 
Bridge  

Intel Xeon 

processor 
code name 

Haswell 

Intel®  
Xeon Phi™ 

Coprocessor 

Core(s) 1 2 4 6 8 61 

244 Threads 2 2 8 12 16 

Intel® Xeon Phi™ Coprocessor extends established CPU architecture 
and programming concepts to highly parallel applications 

Images do not reflect actual die sizes.  Actual production die may differ from images. 
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Intel® Many Integrated Core 
Architecture 

Intel® Multicore 
Architecture 

 Performance and performance/watt 
optimized for highly parallelized 
compute workloads 

 Common software tools with Xeon 
enabling efficient application readiness 
and performance tuning 

 IA extension to Manycore 

 Many cores/threads with wide SIMD 

 Foundation of HPC Performance 

 Suited for full scope of workloads 

 Industry leading performance and 
performance/watt for serial & parallel 
workloads 

 Focus on fast single core/thread 
performance with “moderate” number 
of cores 
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Consistent Tools & Programming Models 

Code 

Compiler 
Libraries 

Parallel Models 

Manycore 

Intel® Xeon  
Processor 

Intel® 
Xeon Phi™ 

Coprocessor 

Multicore 

Intel® Xeon  
Processors 

Standard  Programming  Models  
 Vectorize, Parallelize, & Optimize 
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Tool Support for Latest Intel  
Processors and Coprocessors 

Intel® Ivy Bridge 
microarchitecture 

Intel® Haswell 
microarchitecture 

Intel® Xeon Phi™ 
coprocessor  

Intel® C++ and Fortran Compiler 
✔ 

AVX 
✔ 

AVX2, FMA3 
✔ 

IMCI 

Intel® TBB library ✔ ✔ ✔ 

Intel® MKL library 
✔ 

AVX 
✔ 

AVX2, FMA3 
✔ 

Intel® MPI library ✔ ✔ ✔ 

Intel® VTune™ Amplifier XE† ✔ 
Hardware Events 

✔ 
Hardware Events 

✔ 
Hardware Events 

Intel® Inspector XE 
✔ 

Memory & Thread 
Checks  

✔ 
Memory & Thread 

✔ 
Memory & Thread†† 
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INTEL HPC 

 

Intel® Xeon Phi™ 
Coprocessor 

 

Up to 61 Cores, 244 Threads 
512‐bit SIMD instructions 

>1TFLOPS DP-F.P. peak 
Up to 16GB GDDR5 Memory, 352 GB/s 

PCIe* x16 
Up to 300W TDP (card) 

 
22nm with the world’s first 

3-D Tri-Gate transistors 
Linux* operating system 

IP addressable 
Common x86/IA 

Programming Models and SW-Tools 

www.intel.com/xeonphi 
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Intel® Xeon Phi™ Coprocessor 
Becomes a Network Node 

Intel® Xeon® Processor Intel® Xeon Phi™ Coprocessor 

Virtual Network 
Connection 

Intel® Xeon® Processor Intel® Xeon Phi™ Coprocessor 

Virtual Network 
Connection 

…
 

…
 

Intel® Xeon Phi™ Architecture + Linux enables IP addressability 
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Range of models to meet application needs 

Foo( ) 
Main( ) 
Foo( ) 
MPI_*( ) 

Main( ) 
Foo( ) 
MPI_*( ) 

Spectrum of Programming Models and Mindsets 

Main( ) 
Foo( ) 
MPI_*( ) 

Main( ) 
Foo( ) 
MPI_*( ) 

Main( ) 
Foo( ) 
MPI_*( ) Multi-core 

(Xeon) 

Many-core 

(MIC) 

Multi-Core Centric                                  Many-Core Centric 

Multi-Core Hosted 

General purpose 
serial and parallel 

computing 

Offload 

Codes with highly- 
parallel phases 

Many Core Hosted 

Highly-parallel codes 

Symmetric 

Codes with balanced 
needs 

Xeon 
MIC 
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Intel® MIC Programming 
Considerations 

• Getting full performance from the Intel® MIC 
architecture requires both a high degree of parallelism 
and vectorization 

– Not all code can be written this way 

– Not all programs make sense on this architecture 

• Intel® MIC is different from Xeon 

– It specializes in running highly parallel and vectorized code.   

– Not optimized for processing serial code 

• Parallelism and vectorization optimizations are beneficial 
across both architectures 
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Intel® Xeon Phi™ Architecture 
Overview 

Reliability Features 
 Parity on L1 Cache, ECC on memory 

CRC on memory IO,  CAP on memory  IO 

High-speed bi-directional  
ring interconnect 

Fully Coherent L2 Cache 

8 memory controllers 
16 Channel GDDR5 MC 

PCIe GEN2 

Cores: 61 cores,  at 1.1 GHz 
in-order,  support 4 threads 

512 bit Vector Processing Unit   
32 native registers 
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Core Architecture Overview  

60+ in-order, low power IA cores in a ring 
interconnect 

Two pipelines 

• Scalar Unit based on Pentium® processors 

• Dual issue with scalar instructions 

• Pipelined one-per-clock scalar throughput 

SIMD Vector Processing Engine  

4 hardware threads per core 

• 4 clock latency, hidden by round-robin 
scheduling of threads  

• Cannot issue back to back inst in same 
thread: Means minimum two threads per 
core to achieve full compute potential 

Coherent 512KB L2 Cache per core 

 

Ring 

Scalar 

Registers 

Vector 

Registers 

512K L2 Cache 

32K L1 I-cache 

32K L1 D-cache 

Instruction Decode 

Vector 

Unit 

Scalar 

Unit 
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Vector Processing Unit Extends the 
Scalar IA Core 

Pipe 0 (u-pipe) Pipe 1 (v-pipe) 

Decoder uCode 

 L1 TLB and   
L1 instruction 
cache 32KB 

X87 RF Scalar RF VPU RF 

VPU 
512b SIMD 

L1 TLB and L1 Data Cache 
32 KB 

X87 ALU 0 ALU 1 

TLB Miss 
Handler 

L2 TLB 

L2 
CRI 

512KB  
L2 Cache  

HWP 

Thread 0 IP 

Thread 1 IP 

Thread 2 IP 

Thread 3 IP 

D2 PPF PF D0 D1 WB E 

On-Die Interconnect 

Instruction Cache Miss 

TLB miss 

16B/cycle ( 2 IPC) 

TLB miss 

Data Cache Miss 

4 threads in-order 
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Vector Instruction Performance 

VPU contains 16 SP ALUs, 8 DP ALUs, 

Most VPU instructions have a latency of 4 cycles and 
TPT 1 cycle  

• Load/Store/Scatter have 7-cycle latency 

• Convert/Shuffle have 6-cycle latency 

VPU instructions are issued in u-pipe 

Certain instructions can go to v-pipe also 

• Vector Mask, Vector Store, Vector Packstore, Vector 
Prefetch, Scalar 
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Instructions Overview 

23 PRACE MIC Summer School, July 2013, CINECA 



Copyright© 2013, Intel Corporation. All rights reserved.  
*Other brands and names are the property of their respective owners. 

Intel® Initial Many Core Instructions 
Overview 
Executed by the Xeon Phi’s VPU 

512-bit vectors 

• 16x 4-bytes elements, or 8x 8-bytes elements 

• 32 512-bit vector registers available 

• Support for float32, float64 elements, and also int32, int64 

Vector masks 

Vector memory instructions 

• Load/store 

• Gather/scatter 

Added hardware support for some operations 

• Fused Multiply-Add 

• Some transcendentals 
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Vector masks 

• Vector masks protect elements from updates during the 
execution of any operation (incl. arithmetic and memory ops) 

• 8 special registers k{0, …, 7} to store vector masks 

• Operations on masked elements are not executed 

 

 

 

 

zmm0 = { 0.0, 1.0, 2.0, 3.0, 4.0, 5.0, 6.0, 7.0 } 
zmm1 = { 8.0, 7.0, 6.0, 5.0, 4.0, 3.0, 2.0, 1.0 } 
 
zmm2 = { 9.0, 9.0, 9.0, 9.0, 9.0, 9.0, 9.0, 9.0 } 
k3   = {  1 ,  1 ,  0 ,  1 ,  0 ,  1 ,  1 ,  1  } 
 
vaddpd zmm2 {k3}, zmm0, zmm1 
 
zmm2 : { 8.0, 8.0, 9.0, 8.0, 9.0, 8.0, 8.0, 8.0 } 

float64 

vectors 

mask 

register 
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Vectorization with vector masks 

Vector masks greatly improve vectorization potential, 
e.g. allowing vectorization of: 

• Loops with conditions 
for (int i=0; i<n; i++) { 
 if (residual[i] > epsilon) 
  x[i] += correction[i]; 
} 

• Short trip count loops and remainder loops: 
for (int i=0; i<7; i++) { 
 x[i] = expensive_simd_computation(y[i]); 
} 
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Vector memory instructions 

• IMCI provide usual vector load/store 

– Load/store 8 or 16 contiguous elements 
between memory and 512-bit registers 

 

• Introduced support for gather/scatter 

– Allows vectorization of indirect accesses, by fetching sparse 
memory locations into a dense vector 
for (int atom=0; atom<n; atom++) { 
    accel[atom] = force[atom] /  
                        mass[atom_type[atom]]; 
} 

 

• New scalar prefetch instructions introduced 

7/11/2013 

27 PRACE MIC Summer School, July 2013, CINECA 



Copyright© 2013, Intel Corporation. All rights reserved.  
*Other brands and names are the property of their respective owners. 

Hardware support for mathematical 
operations 

Most new vector instructions are ternary, 
with 2 source and 1 destination vectors 

Introduced fused multiply-add instructions 

• 1-cycle throughput, up to 32 SP FP ops/cycle 

• Standard IEEE 754-2008R (0.5 ulps, not 1 upls as two 
operations) 

Extended Math Unit (EMU) 

• Added instructions for SP elementary functions: 
rcp, rsqrt, log2, exp2 

• Benefits pow(), sqrt(), div(), ln() 
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Ring Interconnect / Distributed Tag 
Directories 

Core 

L2 

Core 

L2 

Core 

L2 

Core 

L2 

TD TD TD TD 

Core 

L2 

Core 

L2 

Core 

L2 

Core 

L2 

TD TD TD TD 
TAG Core Valid 

Mask 
State 

TAG Core Valid 
Mask 

State 

TAG Core Valid 
Mask 

State 

Tag Directories track 

the Cache line in all 

L2 caches  

Data 

Data 

Command 

Address 

Coherence 

Command 

Address 

Coherence 
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Cache Hierarchy 

Parameter L1 L2 

Coherence MESI MESI 

Size 32KB + 32 KB 512 KB 

Associativity 8-way 8-way 

Line Size 64 Bytes 64 Bytes 

Banks 8 8 

Access Time 2 cycle 23 cycle 

Policy Pseudo LRU Pseudo LRU 

Duty Cycle 1 per clock 1 per clock 

Ports Read or Write Read or Write 
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Theoretical Maximum 
(Intel® Xeon® processor E5-2670 vs. Intel® Xeon Phi™ coprocessor 5110P & SE10P/X) 

666 

2,022 

2,147 

0
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(2x 2.6GHz, 8C,
115W)

5110P

(60C,
1.053GHz,

225W)

SE10P/X

(61C, 1.1GHz,
300W)

Single 
Precision  

(GF/s) 

Up to 3.2x 

333 

1,011 

1,074 

0
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(2x 2.6GHz, 8C,
115W)

5110P

(60C,
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Double 
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115W)

5110P

(60C, 1.053GHz,
225W)
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(61C, 1.1GHz,
300W)

Memory 
Bandwidth 

(GB/s) 

Up to 3.2x Up to 3.45x 
Higher is Better 

Higher is Better Higher is Better 

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors.  Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions.  

Any change to any of those factors may cause the results to vary.  You should consult other information and performance tests  to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products.   

 

Source: Intel as of October 17, 2012   Configuration Details: Please reference  slide speaker notes. 

For more information go to http://www.intel.com/performance  
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Synthetic Benchmark Summary 

640 

1,729 

1,860 

0

500

1000

1500

2000

E5-2670

Baseline
(2x 2.6GHz,

8C,

115W)

5110P

(60C,
1.053GHz,

225W)

SE10P

(61C, 1.1GHz,
300W)

SGEMM  
(GF/s) 

Up to 2.9X 

309 

833 

883 

0

200

400

600

800

1000

E5-2670

Baseline
(2x 2.6GHz,

8C,

115W)

5110P

(60C,
1.053GHz,

225W)

SE10P

(61C, 1.1GHz,
300W)

DGEMM  
(GF/s) 

303 

722 

803 

0

200

400

600

800

1000

E5-2670

Baseline
(2x 2.7GHz,

8C,

115W)

5110P

(60C,
1.053GHz,

225W)

SE10P

(61C, 1.1GHz,
300W)

SMP Linpack 
(GF/s) 

80 

159 

174 

0

50

100

150

200

E5-2670

Baseline
(2x 2.6GHz,

8C,

115W)

5110P

(60C,
1.053GHz,

225W)

SE10P

(61C, 1.1GHz,
300W)

STREAM Triad 
(GB/s) 

Up to 2.8X Up to 2.6X Up to 2.2X 
Higher is Better Higher is Better Higher is Better Higher is Better 

8
5

%
 E

ff
ic

ie
n
t 

8
6

%
 E

ff
ic

ie
n
t 

8
2

%
 E

ff
ic

ie
n
t 

8
2

%
 E

ff
ic

ie
n
t 

7
1

%
 E

ff
ic

ie
n
t 

7
5

%
 E

ff
ic

ie
n
t 

E
C

C
 O

n
 

E
C

C
 O

n
 

Coprocessor results:  Benchmark run 100% on coprocessor, no help from Intel® Xeon® processor host (aka native) 
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INTEL HPC 

Next Intel® Xeon Phi™Processor: 
Knights Landing 

Designed using Intel’s cutting-edge 

14nm process 

 
Not bound by “offloading” bottlenecks 

Standalone CPU 
or PCIe Coprocessor 

 
Leadership compute & memory bandwidth 

Integrated 

On-Package Memory 

All products, computer systems, dates and figures specified are preliminary based on current expectations, and are subject to change without notice. 
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Useful Links 

Check out http://software.intel.com/en-us/mic-developer 
including: 

• Intel® Xeon Phi™ Coprocessor: Software Developers Guide 
http://www.intel.com/content/www/us/en/processors/xeon/x
eon-phi-coprocessor-system-software-developers-guide.html 

• Intel® Xeon Phi™ Coprocessor Instruction Set Architecture 
Reference Manual 
http://software.intel.com/sites/default/files/forum/278102/3
27364001en.pdf 
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